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Abstract
Inundation, wave arrival and deformation data gathered from measurement campaigns and historical accounts have been

used to study past earthquakes and tsunamis, being crucial for magnitude and extension estimations. Nevertheless, the most

commonly used methods cannot provide more information about the spatial characteristics of the event’s slip distribution.

In this work, we aim to create a methodology for obtaining more realistic, heterogeneous estimations of the slip distribution

characteristics of past tsunamigenic earthquakes, by obtaining slip patterns of each earthquake of the same seismic

segment, thus establishing a history of the seismic cycle in a rupture zone. To obtain the stochastic characterization of the

slip distribution of the seismic source, we combine fault defining parameters using a logic tree structure to generate random

slip distributions which are subsequently submitted to successive restrictions to assess their compliance with the available

deformation and tsunami data, discarding those that do not satisfy the constraints and using those that do to estimate the

most probable seismic source in terms of the data. We test this methodology with synthetic heterogeneous slip fields off the

coast of South Central Chile to assess its limitations, data dependence, resolution capabilities and uncertainties. Obtaining a

good correlation between the synthetic observations and the locations of the main slip features. Finally, the 9.5 Mw, 1960

Valdivia earthquake is used to benchmark the methodology with real deformation and tsunami data from surveys and

historical accounts. This result is then compared to slip distributions obtained with tsunami, seismological and deformation

data inversions. This shows that the magnitude of the earthquake could be recovered correctly and the slip distribution is

very similar to models calculated from different techniques.
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1 Introduction

Studies of historical and prehistorical earthquakes and

tsunamis are generally done using detailed revisions of

historical documents and accounts (Stewart 2019), sedi-

mentological and deformation measurements of the sites

affected by these events (Garrett et al. 2015; Hong et al.

2017; Cisternas et al. 2017; Hocking et al. 2017). Mea-

surements from modern techniques, such as diatom and

plankton analysis (Dura et al. 2016), are of incredible value

and a necessity in characterizing of past earthquakes and

tsunamis. However, these studies are commonly hard and

expensive to deploy and require a large workforce due to

logistic difficulties. Other great efforts in reassessing the

location, rupture mechanism, magnitude and tsunami

magnitudes have been done using backward raytracing

(e.g. Baptista et al. 1998, 2006) for constraining the source

of historical earthquakes. The use of macroseismic inten-

sity data points (Baptista et al. 2006; Wronna et al. 2021),

the study of plate kinematics in the area of interest

(Wronna et al. 2019) and the use of previously proposed

sources (Reis et al. 2017) could complement this method-

ology in constraining the possible sources. On the other

hand, several numerical techniques and tools have been

developed that can deal with uncertainties (LeVeque et al.

2016; Grezio et al. 2017), random or epistemic, especially

within the Probabilistic Tsunami Hazard Assessment
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(PTHA) discipline (Fukutani et al. 2015; Kulkarni et al.

2016; Fukutani et al. 2018; Becerra et al. 2020). Among

these tools, the Logic Tree (LT) approach excels in dealing

with uncertainties, however, this technique is mostly used

in studying hazard scenarios of future earthquakes and

tsunamis (Fukutani et al. 2015; Goda and Song 2016;

Fukutani et al. 2018) and its use in the study of past

earthquakes is an opportunity seldom used. This study

proposes using the LT approach to characterize the slip

distribution and rupture limits of seismic sources of a past

tsunami. This can be achieved by replacing branches

associated with hazard assessment, such as recurrence

interval (Annaka et al. 2007), with branches to mitigate the

uncertainty in the rupture geometry, for example, the

along-strike limits, northern and southern limits in the

chilean subduction zone, and the rupture area’s aspect

ratio, to achieve more realistic, heterogeneous models. This

way, seismic sources are characterized by their moment

magnitude, length, width (aspect ratio and along-strike

limits), distance to trench and slip distribution. Random

slip distributions are generated using a combination of

source defining parameters given by the LT. The approach

used in this study corresponds to a decision-schema

organised in several levels that part ways, separating

themselves as ‘‘branches’’ of a tree, with each level rep-

resenting a source defining parameter. This structure is

built upon a mutually exclusive ramification principle, so

as for each generation of a random model, one and only

one branch combination is active. This vast number of

models is necessary to compensate for empirical and ran-

dom uncertainties (LeVeque et al. 2016; Grezio et al.

2017), as well as to ensure the heterogeneity of slip dis-

tributions. The use of heterogeneous slip distribution

models is preferable compared to the use of homogeneous

ones, as the latter tends to underestimate tsunami intensi-

ties (Carvajal et al. 2017), leading to an underrepresenta-

tion of the importance of the tsunami data, leading to a

possible overestimation of the earthquake’s moment mag-

nitude to compensate the lower tsunami intensities. The

scope of this methodology is to shine a light on the spatial

aspects of the slip distributions of past earthquakes, aiming

to be a tool for characterizing of seismic segment’s slip

patterns, deepening our understanding of the seismic cycle.

2 Method

2.1 Generation of random tsunami sources

To produce hypothetical rupture scenarios, we generate

random slip distributions based on a combination of fault

defining parameters. This fault is subdivided into a matrix

of n� m rectangular subfaults, whose dimensions depend

on the number of subfaults along-dip and strike, the length

of the fault and its aspect ratio and following the

methodology proposed by LeVeque et al. (2016), a random

slip value si is assigned to the ith subfault, defining a s 2
Rn slip vector. These slip values have a joint lognormal

distribution given by the exponentiation of a Karhunen–

Loève (K–L) sum (Mai and Beroza 2002; LeVeque et al.

2016), representing a linear combination of eigenvectors

and eigenvalues of a covariance matrix Ĉ 2 Rn�n, which in

turn is a function of the distribution of the subfaults that

define the fault geometry. This distribution of subfaults for

the generation of stochastic earthquake scenarios is

achieved with a LT structure as shown in Fig. 1 (Fukutani

et al. 2015; Goda and Song 2016; Fukutani et al. 2018).

The dip, strike and depth values for each subfault are

obtained from the Slab2 model (Hayes 2018), while the

rake values are computed from NUVEL-1 model (DeMets

et al. 1990).

To construct a LT structure that generates appropriate

random distributions, the choice of value ranges for the

different branches of the LT is crucial to adequately esti-

mate the most probable seismic source and not to

overutilize computational costs. We propose the following

steps to define the values Define a number of discrete

subfaults to divide the rupture zone. Define a maximum

rupture length according to the span of deformation data

determining a buffer zone to the north and south, to

accommodate for possible variations in range. According

to this length, estimate its maximum seismic moment with

scaling laws (Abe 1975; Geller 1976; Skarlatoudis et al.

2016; Thingbaijam et al. 2017) defining a range according

to the uncertainties of the scaling laws. Estimate a mean

slip value according to each moment magnitude of the

range. Define a range of distances to the trench according

to local geology and seismic properties (Lay et al. 2012).

According to empirical relations (Kanamori and Anderson

1975; Purcaru and Berckhemer 1982) select a range of

aspect ratios to configure of the number of subfaults

defined previously. Finally, select a level of truncation for

the K–L expansion sum, the larger the number, the larger

the deviation from a homogeneous slip distribution, num-

bers around 20 work well. The amount of these values

defines the number of correlation matrices to be computed,

albeit not necessarily the total number of random distri-

butions to be generated. It is possible to choose, for each

combination of parameters of the LT, an independent

number of times that the random distribution in the K–L

expansion is drawn, thus generating a larger amount of

distributions for each combination. Once the amount of

random distributions is generated, a vertical deformation

field is computed for each one using ClawPack’s imple-

mentation of the Okada (1985) model for computing
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seafloor deformation package on Python (Clawpack

Development Team. 2018; Mandli et al. 2016).

2.2 Restrictions

LT structures can generate a vast number of random

models. However, due to their random nature, not neces-

sarily all of them will be able to represent a natural

earthquake. To compensate this, it is necessary to impose

restrictions on them to dismiss those that are not plausible,

that is, the distributions that do not follow empirical nor

source-scaling laws (e.g. Kanamori and Anderson 1975;

Thingbaijam et al. 2017, and to limit the computational

costs and complexity using only models that comply with

physical restrictions and data for the estimation, both

geological and historical records and accounts.

As discussed in the previous section, empirical relations

and source scaling laws are used in the first place to choose

the branches of the LT, to ensure that the earthquake sce-

narios generated agree with the physical characteristics of

subduction earthquakes.

Every random model is subjected to two types of

restrictions, one group based on deformation data and

another based on tsunami inundation and/or run-up data.

These tests are performed in a staggered fashion (see Fig. 2

for a schematic of the restriction process), assessing the

compliance of the models to deformation data first,

reducing the number of source models needed to be mod-

elled with tsunami modelling software. Those that were

modelled were subsequently filtered with tsunami obser-

vations. Each successive filter is applied to a smaller

number of models, thus decreasing the toll on the computer

and decreasing the run time of the methodology. Each type

of restriction is further subdivided into different steps to be

described in the next section. It’s important to note that the

order of the restriction is crucial and affects the final result.

2.2.1 Deformation data restrictions

Deformation restrictions are subdivided into three steps.

The first is to divide the maximum length of the possible

rupture zone into n bands (see Fig. 5 left for example)

depending on the length and quantity of data points

available. For most earthquakes with rupture lengths higher

than 500 km, 5 bands is recommended. The relative

number of data points on each band is then computed, and

the band with more points is selected as reference, from

this reference value, the relative density of the remaining

bands is computed. If two bands have the same data den-

sity, the one with higher tsunami data density is preferred.

The first instance of restrictions considers a comparison

between the absolute values of deformation and the slip.

Fig. 1 Example of a logic tree structure used in the creation of

random source models. The LT consists of the branches for the

combinations of source parameters used to define the random models,

magnitudes, northern and southern limits, for the case of the Chilean

subduction zone, of the rupture, aspect ratio of the rupture, distance to

trench of the updip limit and truncation level of the K–L expansion

Fig. 2 Schematic flowchart of

the restriction process
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Along dip, latitudinal slip profiles of the random models

are computed by integrating the slip fields along rows of

equal latitude and then is compared to the profile of

absolute values of deformation (see right panels of Fig. 5

(left)). As larger deformation corresponds to larger slip

(Okada 1985), random models whose maximum slip values

are located in the same band as the maximum deformation

data pass this filter. Models whose maximum values are

located m bands away from the band of the maximum

deformation data are penalised, discarding f(m) models,

where f(m) is a function. By default, a linear function is

applied in the form of f ðmÞ ¼ m� 0:2, i.e. discarding the

20% of models whose maximum slip values are located

one band away from the maximum deformation value. This

instance of restriction is done to compensate for possible

deficiencies and/or gaps in data coverage. An area with a

data gap will not be able to discard models in the next

restriction step, as it does not have any means to compare

data to the vertical deformation of a given model. This

means that if this filter is not applied, possible models with

high slip values in these areas may appear as these can

comply with the rest of the observations.

This step can be subdivided into several chained

restrictions, according to data quality. Vertical deformation

fields computed from the random slip distributions are

compared point-to-point with deformation data, testing if

the computed vertical deformation values are within a

tolerance level to the data. The number of matches is

compared to the total number of points and if the amount is

higher than a threshold, the model passes the restriction. If

not, it is discarded. This step can be performed in a stag-

gered fashion, dividing the data into groups and forcing the

models to comply with the data in batches. If the data has

different amounts of uncertainties, the best quality data

should be used in a first batch with a low tolerance value,

and then continue restricting models with lesser quality

data setting a higher threshold, thus the models will have to

have more points compliant with the data.

2.2.2 Tsunami data restrictions

There are two steps before the tsunami modelling process.

As the number of data points affects the resolving power of

the methodology, bands with higher deformation data

density are given more weight in the restriction process,

defining a penalty for those that have less with respect to

the reference band. This way, for band i, an amount cor-

responding to a function of the ratio between the i-th band

density and the reference density of random slip distribu-

tions whose maximum slip value is located in the i-th band

is discarded. The methodology discards the
qi
qRB

% of the

models, where qi and qRB are the data densities of the i-th

band and of the Reference Band, respectively. This ensures

that most high valued slip features on the remaining models

are located in areas where the data allows for resolving

power.

The next step is to define the areas to model tsunamis

and the order to model and restrict them. This depends on

the availability of high resolution topobathymetric grids

and the location of tsunami observations. The methodology

is highly sensitive to the order of tsunami restrictions, as

for each area modelled, the data has to comply locally and

not globally, possibly skewing the estimations. For this

reason, modelling should start in areas where tsunami

heights values are higher overall and there is higher density

of data. Values have priority over density. For example, in

the case study, higher tsunami height values and densities

are located near Corral (� 39:8� S) (Fig. 5b) and thus, this

area is selected as the starting point for tsunami modelling

and restriction. Other areas are modelled in decreasing

order of values and density, with each step requiring fewer

models to be computed.

Although inundation maps can be computed for on land

tsunami data, this is discouraged as the computational costs

are much higher than estimating off-shore wave heights

and computing virtual tide gauge time series. In all of the

examples shown in this work, the latter option is used.

Once the tsunami models are done, the maximum values of

the virtual tide gauges are compared to the wave height,

with a tolerance level to account for uncertainties and the

possibility to account for local tidal changes. If the mod-

elled value is higher than the data point ± the tolerance or

if the inland location of the point is inundated the model

passes, else, it is discarded.

2.3 Characterization and estimation
of the seismic source

Once the random source models have been through every

step of the restriction process, the remaining slip distribu-

tions are subject to two types of analysis to estimate the

most probable source. First is a frequentist analysis of the

branches of the LT that generated the remaining models,

and second is the characterization of the slip distribution.

A frequentist analysis of the branches shows the most

probable moment magnitude, geographic limits and aspect

ratio. These values are used to define the span of the dis-

tribution. For this characterization, the most probable value

of the i-th subfault is estimated computing a probability

density function (PDF) of the values of the i-th subfault of

every model that passed the restrictions, and computing the

slip value that maximises this PDF, ensuring a subfault-

wise maximisation of the probability. The resulting slip

distribution will not necessarily have the most repeated

moment magnitude obtained in the frequentist analysis. To
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remedy this, the field is scaled by a multiplicative factor so

that the sum of the contribution of each subfault gives the

desired moment magnitude MoMP, given by the most

probable (MP) moment magnitude. Thus, if the moment

resulting from the characterization is Moc, the final slip

distribution Sf is obtained by multiplying the characterized

slip vector Sc by the ratio of the seismic moments of the

most probable (MoMP) magnitude and the characterized

slip vector moment, so as if the new moment of each

subfault is computed and the contribution of each of them

is summed, the desired moment magnitude is obtained.

This is computed with,

Sf ¼
MoMP

Moc

� �
Sc ð1Þ

The resulting distribution is finally smoothed using a

Gaussian filter and subsequently scaled to obtain the

desired moment magnitude.

3 Testing the methodology

Several resolution tests are performed with varying distri-

butions of data to test the capabilities and limitations of the

methodology to characterize the seismic source and to

assess the dependence on deformation and tsunami data

availability, distribution, and density.

3.1 Synthetic earthquakes

Two random synthetic slip distributions with different

rupture lengths and spatial characteristics were generated,

from which vertical deformation field are computed with

the Okada (1985) solution, then tsunami and deformation

data are sampled from them and used as input for the

restrictions in the estimation process. This synthetic dis-

tributions are done to test the importance of the data and

the different steps in the restriction process. 120 defor-

mation data points from the synthetic models are sampled

with a uniform latitudinal distance along the coast of the

rupture zone, for each case. For tsunami height data, tsu-

nami propagation is computed solving linear, for parental

grids, and nonlinear, for the higher resolution grid, shallow

water equations using numerical model COMCOTv1.7

(Wang et al. 2011) with a nested grid system of four levels

with increasing topobathymetric resolution. Areas histori-

cally inhabited on the Chilean coast along the rupture zone

of the synthetic models are modelled using fourth-level

grids with resolutions of 0.09’ and 0.04’, if available. Grids

were obtained from Global Multi-Resolution Topography

(GMRT) (Ryan et al. 2009), National Center for Hidro-

graphic and Oceanographic Data (CENDHOC in Spanish)

of the Chilean Navy Hydrographic and Oceanographic

Service (SHOA in Spanish) and SRTM 1 Arc-Second

Global (Farr and Kobrick 2000). Bottom friction was added

to the nested grid with higher resolution, with a Manning’s

coefficient of 0.025, also, for these higher resolution grids.

Tsunami heights are sampled computing virtual time series

of ocean surface heights near locations historically affected

by tsunami and where real tsunami data has been mea-

sured. Both sampling approaches were chosen to simulate

possible in situ measurement campaigns. 19 points were

sampled for the first synthtetic model and 22 for the second

case. Data points can be seen in Fig. 3.

3.2 Synthetic model estimations

Following the steps described in Sect. 2.2, 200,000 random

models are generated for both cases. Then, both are subject

to the methodology, clearing all restrictions, respectively,

14 and 9 models. Estimation and characterization of the

distribution resolve the location of the main patches of slip

for both synthetic models, although presenting more spread

on the distribution of these values and not reaching the

same slip maximum values, as shown in Fig. 4. Estimated

models tend to spread the total seismic moment onto more

subfaults, instead of concentrating it on the displacement

peaks as in the synthetic models. Thus, for the same

moment magnitude, estimated slip distributions tend to

underrepresent the maximum displacement values. This

means that estimated magnitudes are often overestimated.

This effect is attenuated when tsunami data for the

restrictions are taken into account.

4 Valdivia case study

The biggest earthquake in recorded history took place on

May 22, 1960 registering a magnitude of 9.5 Mw. This

event ruptured an area in the interface of the Nazca and

South American Plates with a length of over 1000 km,

from the Gulf of Arauco in the North (� 37� S) and the

Ofqui Isthmus, in the South (� 46� S) (Benioff et al. 1961;

Cifuentes 1989; Cifuentes and Silver 1989; Barrientos and

Ward 1990; Lomnitz 2004; Moreno et al. 2009). It is

hypothesised that this earthquake is comprised of three

subevents, that ruptured the entire segment in a rapid

succession, starting in the northern part of the segment and

continuing southward in a span of approximately 15 min

(Cifuentes 1989; Cifuentes and Silver 1989). Coseismic

and geodetic data from this event in the form of triangu-

lations and relative sea level changes (Plafker and Savage

1970) (shown in Fig. 5a) are used as deformation input in

the restriction process, accounting for 150 points. Histori-

cal accounts and sedimentological measurements were

used to determine tsunami heights (Takahashi and Hatori
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1961; Weischet 1963; Sievers et al. 1963; Lockridge 1985;

Fritz et al. 2011; Hernandez 2011; Starin et al. 2013 right

and Data Set S5 in Supporting Information). As all 103

points available of tsunami data are located on land, off-

shore wave height values located on the closest node to the

data point on the highest resolution topobathymetric grid

available for the area are estimated using the inverse of the

equations proposed in Smart et al. (2016). We chose to

reassess the 1960 Valdivia earthquake as a benchmark to

test our methodology, as this event’s slip distribution have

been deeply studied with multidisciplinary inversion

approaches using different datasets (e.g. Barrientos and

Ward 1990; Moreno et al. 2009; Fujii and Satake 2013; Ho

et al. 2019) thus we have a robust baseline to compare our

results. This real event, in addition to the synthetic event,

were used to validate our methodology. Logic Tree value

ranges for the Valdivia case study and synthetic tests are

available in Supporting Information S1. An alternative

estimation using qualitative (uplift, subsidence or no

change) data instead of quantitative is shown in Fig. S1 in

Supporting Information.

4.1 Results

After the restriction process, from the starting 200,000

models, 20 cleared every step. Subjecting the set of

remaining models to the estimation process yield the

results shown in Fig. 6. These 20 models satisfied the data

available with the tolerances shown in Table S3 in Sup-

porting Information. The variation of slip values on the

main slip features is low, with the maximum slip values

ranging from � 30 to � 45 ms. The estimations of the

seismic source determined by our methodology are com-

pared to previous slip models computed from inversions of

seismic, deformation and tsunami data (Barrientos and

Ward 1990; Moreno et al. 2009; Fujii and Satake 2013; Ho

et al. 2019). Our slip distribution of the Valdivia 9.5 Mw

earthquake shows that the most probable rupture spans

from the Gulf of Arauco (� 37� S) to the south of the

Guaitecas Archipelago (� 45� S), reaching farther north

with larger slip values than previous slip models, while

sharing the southern limit. Results show a large primary

slip patch in the northern part of the rupture zone, between

38� and 40�, with maximum slip values up to 35 ms,

Fig. 3 Distribution of data sampled from synthetic deformation (shown in red upward triangles for uplift and blue downward triangles for

subsidence) and tsunami models (shown in colored circles) for synthetic models I (left) and II (right)
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consistent with displacement concentrated in the north-

ernmost part of the rupture in slip models from Ho et al.

(2019), Fujii and Satake (2013) and Moreno et al. (2009),

albeit not as large (Fig. 6a). In contrast with Moreno et al.

(2009), Fujii and Satake (2013) and Ho et al. (2019)

results, our large slip values do not extend as far south,

while they do reach farther north than the reference slip

models. South of Corral (� 40�), our estimated values are

homogeneous with values in excess of 10 ms, larger than

showed by Barrientos and Ward (1990) and Moreno et al.

(2009) (inversions that share most of the input data), but in

line with the values obtained with Fujii and Satake (2013).

Compared to the estimation by Ho et al. (2019), our results

underestimate the slip south of Corral. Normalized latitu-

dinal-integrated slip profiles (Fig. 6 b) show that both our

estimated slip distribution and the three previous inversion

results share the latitude of the maximum values, however

our results do not resolve a secondary peak at � 41� S

shown in Moreno et al. (2009). Both profiles in Fig. 6b

show a correlation value of q ¼ 0:50 and the residuals a

RMSE of 0.36.

The deformation computed from the estimated slip

distribution (see Fig. 7) shows a larger uplift feature

northward of the maximum deformation obtained by Bar-

rientos and Ward (1990) or Moreno et al. (2009), in line

with slip results. Our model tends to show similar or

slightly lower uplift values in the southern area compared

with other models, resolving the uplift measured in Guafo

and Guamblin Islands. We obtain larger subsidence values

in the coast of Chile than the aforementioned results.

Nevertheless, due to the lack of deformation data off-shore,

it is not possible to delve much deeper into these results.

Although the comparison between tsunami data points

and maximum wave heights is done in absolute terms, with

tolerance values in meters, to better illustrate the results we

computed the percent error (see Fig. 8) for the data points

near Corral (� 39:8� S). Except four points, all modelled

values are within 20% from the observed wave height.

Modelled values tend to underestimate wave height with

respect to measured values moved to the closest offshore

grid point.

Fig. 4 Final estimations of the most probable synthetic models. Synthetic model I (left) and II (right) show concordance in the location of the

main slip features, as it can be seen in the slip profiles
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5 Discussion

The role of the data for the estimation is, as expected, of

the utmost importance. Evenly distributed deformation

data, especially if it is not located only on the coast, gives

more resolving power to slip features, leading to more

concentrated slip patches and a larger deviation from

homogeneous distributions. The lack of data, deformation

and/or tsunami related, in an area of the rupture zone leads

to possible appearance of artefacts in the estimation, due to

the inability to discard random models containing large slip

values in such areas.

Choosing the right restriction parameters (thresh-

olds/tolerances) influences the result. As setting higher

thresholds allow for more models to clear the filtering

process, the final estimation will include a larger variability

of models, resulting in more homogeneous slip distribu-

tions, not being able to resolve in a finer way slip patches.

This will also mean that, for the same magnitude, maxi-

mum slip values will be lower, as the seismic moment will

be more spread out through a large number of subfaults.

From the point of view of computational times, higher

thresholds and higher number of models clearing restric-

tion steps mean a higher number of models that have to be

subject to subsequent filters and tsunami modelling,

increasing the toll on the computer. When choosing

threshold values for checking point-to-point matches it is

important to note that they should never be equal or higher

than the highest uncertainty value of the data points. In the

case of the tolerance for the number of matches in the

comparison, this value should not be higher than the

minimum number of data points in a given band, in the

case of deformation restrictions, or the quantity in a

modelling area, for tsunami. In parallel with the effect that

tolerances have regarding the number of models that clear

the restrictions, the number of data points has a similar

effect. Fewer data points allow more random models to

pass the filtering process, inducing a more homogeneous

slip distribution estimation. Thus, for the study of past

earthquakes from more than a century ago, where the

retrieval and measurement of deformation or tsunami

inundation is hard, the methodology may not be able to

estimate with high resolution the main slip features, and

would underestimate the maximum slip values. However,

this estimation would show the location of this features.

If the earthquake caused landslides, underwater or not,

that in turn may have caused a tsunami, it can affect neg-

atively the estimation methodology, as this possible

Fig. 5 (Left) Deformation and tsunami data available for the

estimation of the seismic source of the 9.5 Mw earthquake of

Validivia, 1960. Deformation data (blue downward triangles show

areas of subsidence and red upward triangles show uplift) is from

Plafker and Savage (1970) and tsunami data from Takahashi and

Hatori (1961), Weischet (1963), Sievers et al. (1963), Lockridge

(1985), Fritz et al. (2011), Hernandez (2011), Starin et al. (2013).

Profiles to the right show the behaviour of data amplitude along

latitude. (Right) Tsunami heights distribution
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addition in tsunami height points may skew the estimation,

based solely on seismic sources, to the specific area

affected by it Bardet et al. (2003), Ulrich et al. (2019) and

Nakata et al. (2020), among others, mention the impor-

tance of possible underwater landslide sources in tsunami

generation, as some run-up measurements cannot be

explained only by vertical deformation of the seafloor, such

as the case of the tsunami in Palu Bay after the 2018

Sulawesi earthquake. The same can be said to amplification

phenomena caused by site effects in bays or fjords, where

this addition in height may cause that the estimated model

present a high slip feature in this area.

This methodology of slip distribution estimation may

allow for the characterization of sequences of earthquakes

of the same seismic segment, providing information about

possible spatial patterns in the seismic cycle. Thus, by

knowing the behaviour of slip distributions across different

earthquakes and the location of potentially recurrent slip

maxima, it could prove to be a useful tool in seismic hazard

assessment studies.

Due to the rectangular construction of the fault, deeper

slip values than the downdip limit of the constructed fault

cannot be directly resolved, however, its possible effect on

measured deformation values may be accounted for by

overestimating slip values in the same latitudes. For

example in Valdivia case study, deep slip values obtained

in the inversions at � 39� S cannot be resolved with our

method, however, the excess of slip near the down dip

rupture boundary near � 39� and in the northern limit can

be related to the restrictions compensating for this deep

values. Overall, slip distribution estimations results

obtained from the synthetic tests and the Valdivia case

study are good, with the three of them being able to

resolve, with some tolerance, the location and quantity of

the main slip features. Although maximum slip values are

underestimated, the magnitude of the estimated slip

Fig. 6 Estimation of the most probable seismic source model for the

Valdivia 1960 9.5 Mw earthquake in terms of the deformation and

tsunami data available. Left figure shows the slip distribution of the

smoothed subfault-wise maximisation of the PDF. (Right) shows a

comparison between the estimation (dotted orange contours) with the

inversion result from Moreno et al. (2009) (solid blue contours).

Normalized along dip latitudinal slip profiles show the compared

behaviour of the slip distributions, showing the main slip patch in the

northern section of the rupture and a decrease in values to the south.

Residuals show that the main differences in estimated displacement

are in the northern limit of the fault)
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distribution for Valdivia match the Mw ¼ 9:5 value

(Cifuentes and Silver 1989). This underestimation tends to

underrepresent tsunami heights and inundation (see Fig. 8),

but the estimation results shine a bright light on the areas

that ruptured with greater amplitude in past earthquakes.

6 Conclusion

This methodology is designed for studying past earth-

quakes, and not to replace nor blank inversions. When

modern seismic data is available, inversion methodologies

are superior to this for computing slip distributions. How-

ever, the necessity of a tool that allows the leap from

homogeneous, feature-lacking distributions to more real-

istic heterogeneous models of historic earthquakes; prior to

the invention of seismic instruments, to better understand

the behaviour of a seismic segment, makes this method-

ology a great opportunity to evolve from earlier estimations

to newer ones that take advantage of the availability of

historic observations. Estimated seismic sources results

from this methodology are of good quality in terms of

locating slip patches and estimating moment magnitude,

albeit underestimating slip maxima from these patches.

The main slip features of the 1960 Valdivia earthquake and

synthetic models are resolved, constraining the location of

the area where most of the seismic moment is concentrated.

The rupture length and magnitudes are also resolved,

obtaining exactly 9.5 for the Valdivia benchmark and

overestimating by 0.1 each synthetic model. Overall, given

the availability of deformation and tsunami data, be it

quantitative or qualitative, characterizations of heteroge-

neous slip distributions is possible and of good quality.

These results can give valuable insight in characterizing the

behaviour of a specific past earthquake, or, if used for

every earthquake recorded in a given rupture zone, this

methodology can shine light into possible slip distribution

patterns in the rupture zone, such as the characterization of

areas with repeated high slip patches or areas where high

slip values are not common. Heterogeneous, realistic slip

Fig. 7 Comparison of the deformation obtained computing the Okada

(1985) solution to the estimated slip distribution (orange dotted

contours) and the deformation from inversion results from Moreno

et al. (2009) (blue solid contours)

Fig. 8 Percent error between

tsunami data points near Corral

(� 39:8� S) translated to water

with the methodology proposed

by Smart et al. (2016) and the

maximum wave height

modelled with our estimation.

Modelled values tend to

underestimate wave height
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distributions may lead to a more effective hazard assess-

ment and more prepared and resilient communities.

This methodology was originally designed to estimate

slip distributions from subduction earthquakes. Specifically

the codes were developed for the subduction zone of the

Nazca plate beneath the South American plate. However,

by changing the area of the Slab2 model to another and

recomputing rake values, we can estimate seismic sources

for any subduction zone. Furthermore, by having geometric

information of a normal fault and deformation and/or tsu-

nami data, this methodology can be extended to estimate a

slip distribution on different tectonic settings.

Some drawbacks described in previous chapters can be

rectified with the advent of new computational technolo-

gies and more powerful CPUs and the possible paralleli-

sation of the creation of random slip models and/or the

computation of tsunami models. In the same page, the

possibility of using different software for tsunami modeling

such as tools from ClawPack’s GeoClaw (Clawpack

Development Team. 2018; Mandli et al. 2016) that offer

Adaptative Mesh Refinement and the possibility of

including more grids may solve the issue of having to

divide the rupture zone into different areas to model tsu-

nami locally.

Supplementary Information The online version contains

supplementary material available at https://doi.org/10.1007/s00477-

023-02397-1.
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